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Abstract

This paper is concerned with improving the resilience of mission-critical applications to a wide variety of failures, errors, and malicious attacks. A number of approaches have been proposed in the literature based on fault tolerance provided through replication of resources. In general, these approaches provide graceful degradation of performance to the point of failure but do not guarantee progress in the presence of multiple cascading and recurrent attacks. Our approach is to dynamically replicate processes, detect inconsistencies in their behavior, and transparently restore the level of fault tolerance as a computation proceeds. This approach is achieved through a collection of operating system mechanisms for process replication, migration,
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This paper describes a novel concurrent scheduling algorithm that manages replicated processes, inspired by the notions of *heat diffusion* and *robotic swarming*. Heat diffusion is emulated to disseminate processes across computer architecture. Robotic swarming techniques are used to *maintain locality* between replicated processes while balancing load. To quantify the performance of the algorithm, we compare it to three algorithms from the robotics literature. The basis for comparison is a large scale benchmark set that we have devised, with an associated sensitivity analysis. The benchmarks were designed to fill a gap in the literature allowing direct, repeatable comparisons between competing algorithms.

I. Introduction

Commercial-off-the-shelf (COTS) computer systems have traditionally provided several measures to protect organizations from hardware failures, such as RAID file systems [1] and redundant power supplies [2]. Unfortunately, there has been relatively little effort to provide similar levels of fault tolerance to software errors and exceptions. In recent years, computer network attacks have added a new dimension that decreases overall system reliability. A broad variety of technologies have been explored for detecting these attacks using intrusion detection systems [3]-[5], file-system integrity checkers [6]-[7], rootkit detectors [8]-[11], and a host of other technologies. Unfortunately, creative attackers and trusted insiders have continued to undermine confidence in software. These robustness issues are magnified in distributed applications, which provide multiple points of failure and attack.

Our approach is to dynamically replicate processes, detect inconsistencies in their behavior, and transparently restore the level of fault tolerance as the computation proceeds [12]. Figure 1 illustrates how this strategy is achieved. At the application level, three communicating processes
share information using message-passing. The underlying operating system implements a resilient view that replicates each process and organizes communication between the resulting process groups. Individual processes within each group are mapped to different computers to ensure that a single attack or failure cannot impact an entire group. The base of the figure shows how the process structure responds to attack or failure. The figure assumes that an attack is perpetrated against processor 3, causing processes 1 and 2 to fail or to portray communication inconsistencies with other replicas within their group. Failures are detected by timeouts and/or message comparison. These failures trigger automatic process regeneration; the remaining consistent copies of processes 1 and 2 dynamically regenerate a new replica and migrate it to processors 4 and 1 respectively. As a result, process resiliency is reconstituted, and the application continues operation with the same level of assurance.

**Fig. 1.** Dynamic process regeneration.
This approach requires several new operating system mechanisms. Process replication is needed to transform single processes into process groups. Process mobility is required to move a process from one processor to another. As processes move around the architecture, it is necessary to provide control over where processes are mapped. Point to point communication between application processes must be replaced by group communication between process groups. In order to prevent prohibitive communication costs, it is desirable to maintain locality within process groups. In the presence of locality, we expect replicated messages within a process group to be received at approximately the same time. Therefore, message transit delays from earlier messages can be used to set an upper bound on the delay for failure detection timeouts. Finally, mechanisms to detect process failures and inconsistencies must be available to initiate process regeneration.

This paper describes a distributed process scheduling algorithm, DIFFUSE, that disperses processes for the purpose of load balancing but maintains locality between replicas to bound transit delays. The algorithm is inspired by the notions of heat diffusion and robotic swarming: Heat diffusion is emulated to distribute processes associated with multiple computations across computer architecture [13]-[14]. Robotic swarming techniques are used to maintain locality between replicated processes. To quantify the performance of the algorithm, we compare it with three algorithms from the robotics literature. These algorithms, termed Biased Random Walk (BRW) [15], Glowworm Swarm Optimization (GSO) [16]-[19], and a GSO/BRW hybrid [20], are particularly attractive due to their simplicity, communication locality, and scalability. The basis for our comparison is a large scale benchmark set that we have devised with an associated sensitivity analysis, based on previous studies [20]-[21]. The benchmarks were designed to fill a gap in the literature allowing direct, repeatable comparisons between competing algorithms [22].
Our DIFFUSE algorithm outperforms the robotics algorithms and may serve as the basis for distributed operating system support for resilience.

II. Related Research

Distributed process scheduling is a well-established field. Diffusive algorithms [13], [14], [23]-[28], dimension exchange methods [29]-[31], and gradient models [32]-[33] are among the most prevalent approaches. Heirich and Taylor proposed a parabolic diffusion scheme based on the heat diffusion equation [14]. This model characterizes process load as a scalar heat value and automatically disperses processes in the architecture. This approach has several attractive properties: It is a simple, scalable algorithm that uses a completely local iteration and only nearest neighbor communication. It provides global convergence to a balanced CPU load and provides guarantees for global convergence and progress through well-established mathematical analysis. The algorithm has been shown, through simulation, to simultaneously balance multiple independent load distributions over large-scale architectures representing concurrent computations injected at random locations with disparate random loads [14]. Extensions to the algorithm allow multiple properties, including communication, memory, and CPU load, to be balanced simultaneously [28].

Robotic swarming algorithms present an alternative view of resource management in which swarms of distributed and autonomous agents achieve a common goal while imposing emergent properties of swarm cohesion and obstacle avoidance. There is a large field of research that utilizes robotic swarms for emission source localization; in a separate publication, we have presented a survey of this research [22]. In emission source localization, robots sample the gradient of some physical or chemical property in order to locate potential sources. A large number of robots, equipped with sensors and inter-robot communication, may collectively search
for all sources in minimal time. This problem is analogous to the load balancing problem in that a large number of processes sample load and search for troughs in processor utilization. As a result, we perceive a direct application of robotic swarming algorithms in distributed process scheduling.

There are several classes of algorithms in the robotics literature that are candidates for process scheduling: 1) biologically-inspired approaches based on *E. Coli* bacteria [15], glowworms [16]-[19], and other social foraging organisms [34], [35]; 2) population- and evolutionary-based models, including genetic algorithms [36] and Particle Swarm Optimization [37], [38]; and 3) probabilistic models based on Bayesian occupancy grid mapping [39]. Two approaches from this body of work stand out as potential candidates for load balancing: the BRW algorithm [15] and the GSO algorithm [16]-[19].

The BRW algorithm [15], shown in Figure 2, is inspired by the chemotaxis of *E. Coli* bacteria and consists of two actions: a *run* and a *tumble*. A run represents a process movement in a straight line, and a tumble is a random reorientation in a new direction. The presence of a load gradient affects the length of the BRW process’s run. If a run is in the direction of a positive gradient, the length of the run is extended by a bias step. By extending the length of runs in the direction of the positive gradient, the process gradually moves toward the gradient source. The BRW pseudocode in Figure 2 has a step length of ten units and a 10% bias. Processes conducting a BRW have no prior knowledge of the architecture. The BRW stands out in the literature as particularly valuable for comparative analysis. It provides autonomous process mobility *without communication*. In addition, BRW is simple to implement and has successfully located multiple disparate gradient sources in a variety of simulations [15].
bias = 10%;
step_length = 10;
step_extension = step_length*bias;
C1 = measure_local_resources();
while (target_not_found) {
direction = tumble();
run(direction, step_length);
C2 = measure_local_resources();
if( C2 > C1) {
run(direction, step_extension);
C2 = measure_local_resources();
}
C1 = C2;
}

Fig. 2. BRW pseudocode for run and tumble sequence with 10% bias [15].

The GSO algorithm [16]-[19] models processes as glowworms that possess a luminescence quantity called *luciferin* that causes them to glow in response to the local field, corresponding to the level of CPU resources available. In nature, female worms glow to attract mates, but, in the GSO algorithm, the glow attracts other processes to engage in a cooperative search. Each process has a *limited communication range* and an adaptive decision range that is less than or equal the process’s communication range. A process selects neighbors that are within its decision range and have higher luciferin values. To begin a search for resources, a process chooses a leader from its neighbors and moves toward it. The most probable choice for the leader is the neighbor
with the highest luciferin value, corresponding to the likely direction of a load trough, or a cluster of under-utilized computers. As a result of this leader selection, subgroups form within the swarm and begin searching for nearby load troughs. The GSO’s adaptive decision range is a vital feature of the algorithm. It provides the ability to partition the swarm, without global communication, to search for multiple load troughs simultaneously. This capability is well suited for the load balancing problem in which the goal is to utilize the entire system.

In the past, the robotics literature lacked a common set of validation benchmarks, making it impossible to directly compare algorithms and weigh their merits for different applications. To solve this problem, we introduced a set of benchmark cases to provide ground-truth and conducted a comparative analysis of the BRW and GSO algorithms using these benchmarks [20].

This research uncovered a potential weakness in the GSO algorithm. If a GSO process has no neighbors within communication range to select as a leader, it will not move. As a result, processes with an empty neighborhood will not contribute to the search for resources. We explored a GSO/BRW hybrid algorithm to address this limitation. The hybrid process performs the same actions as the original GSO algorithm, unless the process’s neighborhood is empty. In this case, the process performs a single BRW step.

After exhaustive analysis, we concluded that none of these algorithms were successful in locating all load troughs in our benchmarks [20]. We identified several desired features to improve in performance: First, the algorithm should have a mechanism to search for resources when there is no load gradient to exploit. Second, processes should balance local search for resources with broad exploration of the architecture. Third, the processes should be confined within the dimensions of the architecture, taking appropriate actions at physical boundaries. Finally, processes should continue to aid other processes after locating a load trough [20].
III. DIFFUSE Algorithm

Figure 3 presents a new swarming algorithm, DIFFUSE, for distributed process scheduling. The algorithm includes two distinct modes of swarm control: SEARCH mode and DISPERSE mode. In SEARCH mode, processes conduct an independent local search for resources using the BRW algorithm with a 10% bias [15]. In DISPERSE mode, the processes react to virtual repulsive forces from neighbors and spread across the architecture [40]. Each process begins in DISPERSE mode to promote initial coverage of the architecture (1). Each iteration, the process checks for a load trough in its location (2) and shares its position and mode with all neighbors within communication range $R$ (3). The process updates its mode based on the most recent communications (4) and implements either the SEARCH (5) or DISPERSE (6) algorithm. As a result, the processes’ local interactions and random motions emerge as a collective diffusion of the swarm across the architecture.
Specific conditions prompt a process to change its mode. If the process finds a cluster of under-utilized processor, it will remain in place and signal DISPERSE mode to its neighbors. If the process is in DISPERSE mode and in the same position as the last iteration, it changes to SEARCH mode. If the process is in SEARCH mode and communicates with a neighbor in DISPERSE mode, the process changes to DISPERSE mode. Finally, if the process attempts to leave the architecture boundary at any time, it is reflected back into the domain.

These conditions combine the SEARCH and DISPERSE modes for effective localization of under-utilized processors. The DISPERSE mode signal originates from a process that first locates a load trough, and the signal propagates throughout the swarm. The switch to SEARCH
mode occurs when a process experiences no net force, either because it is equally spaced between neighbors or because there are no other processes within range. In the first case, the SEARCH initiates a local search for resources. In the second case, the SEARCH enables independent exploration. Upon switching to SEARCH mode, the process stays in SEARCH mode for a minimum number of BRW steps to permit sufficient local search for resources.

The DISPERSE mode algorithm creates a virtual electrostatic potential field in the architecture [40]. Unlike the BRW, GSO, and GSO/BRW hybrid algorithms, the DIFFUSE algorithm includes \textit{a priori} knowledge of the architecture boundaries in order to confine processes. The processes and the boundary of the system are modeled as positively charged particles that repulse each other. The net force felt by an individual process, $F_i$, is a summation of the individual repulsive forces from all neighbors, $j$, within communication range.

$$F_i = -\sum_j \frac{k}{r_{ij}^2} n_{ij}$$ (1)

In (1), $r_{ij}$ is the Euclidian distance between processes $i$ and $j$ in our architecture mapping, $k$ is a constant, and $n_{ij}$ is a unit vector pointing from process $i$ to process $j$ [40]. If the process is within range of the boundary of the architecture, the closest point on the boundary is treated as another single repulsive force on the process. The process moves one unit per time step in the direction of the net force. The length of the process’s step is equal to the magnitude of the net force up to a maximum step size.

The algorithm exhibits the desirable emergent properties prevalent in related work in heat diffusion and robotic swarming algorithms. It shares attractive properties with heat diffusion in that it uses a local iterative scheme, requires no global communication, and provides global convergence for complex large-scale load distributions. However, to achieve resilience we add two additional process scheduling requirements: Process \textit{replicas} must maintain locality and be
mapped to different processors. Recall that locality provides a mechanism upon which to gauge timeout durations for detecting inconsistent behavior between replicas. Mapping process replicas within a process group to different processors is a core requirement for resilience. We achieve process locality through the emergent property of swarm cohesion provided by robotic swarming techniques [35], [40]-[46].

In the DIFFUSE algorithm, a potential field is applied to the search domain corresponding to a map of processes in the architecture. Repulsive forces in the field are used to repel processes away from neighbors and obstacles, corresponding to the architecture boundary [40]. These repulsive forces are inversely proportional to the distance between processes and are limited in range. The emergent behaviors of the algorithm thus accomplish our core process scheduling requirements: processes diffuse across the architecture, maintain locality, and are mapped to different processors. The apparent diffusion of processes is a result of the virtual potential field dispersing processes uniformly throughout the system. Since repulsion weakens with distance and the process step size is limited, the swarm dynamics prevent processes from repelling too far and violating locality. Finally, strong repulsion at close range prevents processes from being scheduled to the same processor.

IV. Quantitative Analysis

Figure 4 illustrates the large scale benchmarks we use to compare competing algorithms [21]. This set expands on the core benchmark studies detailed in [20] through replication; details of the benchmarks are presented in the Appendix. We have designed the benchmarks to capture the primary attributes of the general process scheduling problem. The same basic static load distribution is considered on a two-dimensional mesh with three alternative initial process distributions. The light peaks in the benchmark are load troughs, or clusters of CPUs with
available resources. The load troughs vary in size (width) and intensity (amount of resources available). The characterization and distribution of the load troughs ensure that troughs are occluded by other troughs of lesser, greater, or equal intensity. Extensive dead space, representing fully loaded computers, is included to determine the impact of an imperceptible gradient in the amount of CPU resources available on search performance. Although a two-dimensional mesh is presented, the problem can be applied to any architecture through an appropriate virtual to physical machine translation.

![Image](image_url)

Fig. 4. (a) Uniform, (b) Point, and (c) Line initial distributions.

All three benchmarks contain the same load distribution consisting of 100 Gaussian load troughs on a 3000 x 3000 unit mesh. The field is constructed by replication of a parameterized group of 10 troughs that are 5 to 25 units in height and approximately 100 to 300 units in width. Dead space is created by setting the resource value to zero if it is below a threshold value of 0.5. Three initial process distributions are the *uniform*, *point*, and *line* distributions. The uniform distribution, common in the swarming literature [15], provides total coverage of the mesh and might correspond to a uniformly scattering process scheduler. The point distribution represents initial process deployment from a small cluster of CPUs in the center of the mesh. The line distribution corresponds to scheduling processes along one dimension of the architecture.
The benchmarks in Figure 4 feature a smoothly-varying gradient field that serves as an initial test case [21]. However, a successful process scheduler must be robust to random irregularities in load distribution. We introduce reproducible noise in the benchmark cases to assess the impact of irregular loads and resource gradients that are not smooth on load balancing performance. Pseudo-random noise is added to the original benchmark field by applying a reproducible, discrete noise mask throughout the mesh. First, a two-dimensional grid of 100 x 100 random numbers uniformly distributed in the range [-10, 10] was created. Then, this grid was replicated throughout the mesh and the corresponding random value was added to the each unit of the original benchmark field. Figure 5 displays the new gradient field that represents the noisy resource distribution in all three benchmark cases of our noise experiments. The original benchmark field is included for comparison. The detailed definition of our noise mask can be found in the Appendix.

![Fig. 5. (a) Original and (b) Noisy benchmark field.](image)

The algorithms compared in this paper were evaluated through 1000 simulations on each benchmark case, unless otherwise specified. A swarm of 1000 processes is deployed. A process “finds” a load trough when it is scheduled within 10 units of the center of the load trough and remains on that load trough for the remainder of the search. Simulations are terminated if all
load troughs are utilized, if all processes are scheduled on a trough, or after 500,000 time steps. The time steps of the simulations account for each process movement and each BRW process tumble. All processes move at a velocity of one unit per time step, and a BRW tumble is conducted in one time step. The simulated communication range of the GSO, GSO/BRW hybrid, and DIFFUSE algorithms is 125 units.

The performance metrics of the benchmarks are the average number of load troughs found and the convergence times for each algorithm. The number of load troughs found at each time step is recorded for each simulation, and the average number of troughs found is calculated for 1000 simulations. The 95% confidence intervals on the mean are calculated from the sample mean and standard deviation of 1000 simulations to establish an error bar on the average performance. We define two convergence times to measure algorithm efficiency. The 75% convergence and 95% convergence metrics are the number of time steps to find an average of 75% and 95% of load troughs.

In order to compare the relative performance of the algorithms, it is necessary to determine the minimum number of simulations that yield reliable metrics. We conducted a sensitivity experiment to determine this number. A BRW was simulated 5000 times on each benchmark, and the mean and standard deviation of the number of load troughs found after 1000, 2000, 3000, 4000, and 5000 simulations were compared. The standard deviation and average number of troughs found at each time step for each benchmark are shown in Figure 6. In all three plots, the curves are too close to discern. Neither the average nor the standard deviation of troughs found change significantly for more than 1000 simulations. Therefore, 1000 simulations were sufficient for our performance comparisons.
Fig. 6. Average load troughs found v. time step and standard deviation of load troughs found v. time step for BRW on the (a) uniform, (b) point, and (c) line initial distribution benchmark cases after 1000, 2000, 3000, 4000, and 5000 simulations.
Figure 7 shows the average number of load troughs found at each time step for 1000 simulations of the BRW, GSO, GSO/BRW HYBRID, and DIFFUSE algorithms. On the uniform benchmark, the DIFFUSE algorithm is the only algorithm that locates all 100 load troughs on average. The BRW algorithm performs satisfactorily, locating an average of $99.950 \pm 0.014$ troughs with efficiency comparable to DIFFUSE. With uniform initial distribution, processes are dispersed throughout the architecture from the beginning. As a result, there is little advantage to the DISPERSE mode of our algorithm in this case.

Neither the GSO nor the GSO/BRW HYBRID algorithm achieves 95% convergence on the uniform benchmark. This result is because the GSO algorithm favors load troughs with the most CPU resources available. Consider a GSO process with two neighbors, each located near a distinct load trough. The process is more likely to move toward the neighbor near the larger trough and overlook the trough with fewer resources. As a result, the smaller trough may not be located, leaving CPU resources unutilized. Conversely, the GSO and HYBRID algorithms achieve 75% convergence faster than the DIFFUSE algorithm. This outcome is due to the greediness of the GSO algorithm: the processes always move toward neighbors with greater CPU resources available. In contrast, the DISPERSE mode of our algorithm can slow localization when the swarm is already diffused by delaying processes from executing local search.
Fig. 7. Average load troughs found v. time step for BRW, DIFFUSE, GSO, and HYBRID on the (a) uniform, (b) point, and (c) line initial distribution benchmark cases.

The DIFFUSE algorithm locates all 100 load troughs on the point and line benchmark cases, while none of the other algorithms achieve 75% convergence on either case. The BRW
algorithm fails on the non-uniform benchmarks for two reasons. Some processes exit the benchmark boundaries because the BRW has no knowledge of the architecture domain. Also, multiple processes locate the same load trough. The BRW is an independent algorithm in which a process stops at the first trough it locates, even if that trough has already been found. The DIFFUSE algorithm uses the potential field to prevent processes from exiting the mesh boundary and to prevent multiple processes from converging on the same trough. These features enable the DIFFUSE algorithm to locate all load troughs.

The GSO algorithm locates zero sources in the point and line benchmarks. One reason for this failure is that GSO is handicapped by the dead space in the resource field. The point initial distribution deploys the entire swarm in the dead space, so all processes have equal luciferin. We learned in the initial benchmark study that GSO processes in this circumstance do not move. The BRW step in the HYBRID algorithm enables isolated processes to explore the architecture but only until the process locates a neighbor. Then, a strictly local search is initiated. Consequently, the swarm only locates load troughs that are nearby the initial deployment.

The DIFFUSE algorithm excels when the initial process distribution is non-uniform because the DISPERSE mode spreads processes across the architecture from the start. Subsequently, load troughs that are distant from the initial process deployment are located quickly. The DIFFUSE algorithm outperforms the other algorithms because the potential field forces one of the crucial measures that we identified in the initial benchmark experiments: broad exploration of the entire architecture.

Table I presents a summary of the performance metrics of the DIFFUSE, BRW, GSO, and HYBRID algorithms. The table includes the number of time steps for 75% and 95% convergence and the total average number of load troughs found for each algorithm. The
algorithms are ranked by the average load troughs found total. The dashes indicate that the algorithm did not converge.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>75% Convergence Time Steps</th>
<th>95% Convergence Time Steps</th>
<th>Average Load Troughs Found Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Uniform</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIFFUSE</td>
<td>1010</td>
<td>2500</td>
<td>100.000 +/- 0.000</td>
</tr>
<tr>
<td>BRW</td>
<td>930</td>
<td>2500</td>
<td>99.950 +/- 0.014</td>
</tr>
<tr>
<td>HYBRID</td>
<td>180</td>
<td>-</td>
<td>91.674 +/- 0.104</td>
</tr>
<tr>
<td>GSO</td>
<td>210</td>
<td>-</td>
<td>85.922 +/- 0.110</td>
</tr>
<tr>
<td><strong>Point</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIFFUSE</td>
<td>5400</td>
<td>10800</td>
<td>100.000 +/- 0.000</td>
</tr>
<tr>
<td>BRW</td>
<td>-</td>
<td>-</td>
<td>39.758 +/- 0.158</td>
</tr>
<tr>
<td>HYBRID</td>
<td>-</td>
<td>-</td>
<td>9.344 +/- 0.092</td>
</tr>
<tr>
<td>GSO</td>
<td>-</td>
<td>-</td>
<td>0.000 +/- 0.000</td>
</tr>
<tr>
<td><strong>Line</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIFFUSE</td>
<td>18000</td>
<td>32600</td>
<td>100.000 +/- 0.000</td>
</tr>
<tr>
<td>BRW</td>
<td>-</td>
<td>-</td>
<td>33.750 +/- 0.132</td>
</tr>
<tr>
<td>HYBRID</td>
<td>-</td>
<td>-</td>
<td>14.148 +/- 0.085</td>
</tr>
<tr>
<td>GSO</td>
<td>-</td>
<td>-</td>
<td>0.000 +/- 0.000</td>
</tr>
</tbody>
</table>

To evaluate the impact of noisy resource gradients on search performance, we simulated 10 searches of each algorithm on the noisy uniform, point, and line benchmark cases. The simulation conditions and performance metrics were the same as the original benchmark experiments. The average number of load troughs found at each time step for each benchmark case is plotted in Figure 8. The DIFFUSE algorithm exhibits the best overall performance of all four algorithms. It is the only algorithm that locates all 100 load troughs in all three benchmarks. In fact, the DIFFUSE algorithm performance here is very similar to the performance on the
benchmarks without noise. We believe this similarity is because process diffusion is independent of the resource distribution and based only on limited range interactions between processes. The noise does not hinder the diffusion of processes, which accelerates load through localization for the DIFFUSE algorithm.
Fig. 8. Average load troughs found v. time step for BRW, DIFFUSE, GSO, and HYBRID on the
(a) uniform, (b) point, and (c) line initial distribution noisy benchmark cases.
The other algorithms are more affected by the noise in the benchmarks than our DIFFUSE algorithm. The BRW algorithm, as well as the BRW component of the HYBRID algorithm, performs better in the presence of noise. We believe the noise emphasizes the random nature of the BRW, which encourages processes to explore the architecture. Processes may be less susceptible to being drawn to the first trough they encounter. The GSO algorithm locates fewer sources in the uniform benchmark and, surprisingly, zero sources in the point and line benchmarks. We attribute this result to the fact that some noise mimics local maxima in the benchmark field. A GSO process can be scheduled on a CPU with a large noise contribution and attract processes within range. In this way, subgroups of the swarm can be trapped on a cluster with few under-utilized processors. These subgroups are effectively removed from cooperative search and degrade the algorithm’s overall search performance.

V. Summary and Conclusions

The goals of this research are to improve the resilience of mission-critical applications to a wide variety of failures, errors, and malicious attacks. Our approach is to dynamically replicate processes, detect inconsistencies in their behavior, and transparently restore the level of fault tolerance as a computation proceeds. This paper describes a concurrent process scheduling algorithm that manages replicated processes, inspired by the notions of heat diffusion and robotic swarming. Heat diffusion is emulated to disseminate processes across computer architecture. Robotic swarming techniques are used to maintain locality between replicated processes while balancing load. Comparative analysis, between the algorithm and three alternatives taken from the robotics literature, was conducted using a set of large scale benchmark cases that feature 100 load troughs on large scale mesh architecture containing 9,000,000 computers.
The DIFFUSE algorithm locates all load troughs on all benchmark cases, unlike the other algorithms. In particular, it outperforms the other algorithms when the initial process distribution is non-uniform. This success is accomplished by diffusing processes across the architecture using only limited range communication. In addition, swarm-based obstacle avoidance techniques prevent multiple processes from converging on the same load trough and prevent processes from exiting the computer domain. Together, these features ensure that the DIFFUSE algorithm locates all load troughs in the benchmarks.

The algorithms were evaluated on a second benchmark set with noisy load distributions representing irregular load statistics. The DIFFUSE algorithm proves to be robust to noise; the dispersion of processes is dominated by swarm dynamics rather than the local load statistics. Consequently, the swarm as a whole is not susceptible to local maxima or isolated irregularities in the load distribution. Individually, diffused processes use load statistics to search locally for unloaded processors and optimize utilization overall.

Swarm-inspired process scheduling is relatively new and may offer alternative solutions to a wide range of problems in distributed resource management. As multi-core computers become ubiquitous, we see an increase in number and diversity of devices and communication networks available as computational engines. Distributed systems are now interconnected through a wide variety of local area, wide area, and wireless networking technologies. This diversity confounds the problem of distributed resource management and the notion of local communication. The approaches described in this paper include a spectrum of communication ranges for distributed scheduling. The BRW algorithm is an autonomous algorithm with no communication. This autonomy could be applied to any computer architecture. The original heat diffusion algorithm conducts only nearest neighbor communication. This is a natural communication scheme for
large scale architectures with regular grid connectivity, such as mesh architecture. The GSO and DIFFUSE algorithms represent an intermediate communication class between nearest neighbor and global communication featuring limited range communication. These algorithms may be applicable to a wider variety of communications networks. For example, in local area networks, locality may be defined by the number of network hops whereas in wireless networks, locality may be defined by a physical distance. Further, limited range communication algorithms may provide the potential to tune the communication range to a specific platform or network. This versatility is a potential advantage of the DIFFUSE algorithm and other algorithms in this class.

This paper extends and consolidates a progression of research to explore robotic swarming algorithms in the context of resiliency. Initially, we devised a set of benchmark cases to capture the core scheduling problem [20]. This benchmark set was extended to represent large scale architectures [21]. We evaluated the performance of algorithms from the robotics literature on both sets to assess their relative performance, but none of the robotics algorithms succeeded on all of the benchmarks [20], [21]. The DIFFUSE algorithm presented here improves on the benchmark performance of the earlier studies and continues to provide superior performance when operating in the presence of noise.

As we proceed, we will continue to optimize the algorithm for management of multiple concurrent applications, similar to our previous work in [14], [23]. By exploring process interactions, we hope to optimize the tradeoffs between maintaining process locality for reduced transit delays and process separation for resilience.
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Appendix

All three benchmark cases use the same gradient field consisting of 100 Gaussian sources. The field strength from all the sources at any point \((x, y)\) in the field is a summation of the components from the individual sources given by (2).
In (2), the \( i \)th source is located at point \((x_i, y_i)\) in the search space and has intensity \( I_i \) and “width” \( \sigma_i \). After calculating the total field strength from all sources, any field strength less than a threshold of 0.5 is set to zero.

The field is constructed by replicating a parameterized group of 10 sources. Four parameters are required to characterize each source according to (2). The parameters for these sources are shown in Table II. Table II serves as a 10 source template to replicate in the space. The \( x_i \) and \( y_i \) values in the table are relative coordinates with respect to the position of the first source. The absolute position of the first source of each replication is shown in Table III. The coordinates in Table III provide the locations to replicate each 10 source template.
TABLE II

Source Parameters

<table>
<thead>
<tr>
<th>Source $i$</th>
<th>$x_i$</th>
<th>$y_i$</th>
<th>$I_i$</th>
<th>$\sigma_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>25</td>
<td>35</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>-300</td>
<td>5</td>
<td>35</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>150</td>
<td>10</td>
<td>35</td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>-150</td>
<td>10</td>
<td>35</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>-450</td>
<td>10</td>
<td>35</td>
</tr>
<tr>
<td>6</td>
<td>400</td>
<td>150</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>7</td>
<td>400</td>
<td>-150</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>8</td>
<td>400</td>
<td>-450</td>
<td>10</td>
<td>75</td>
</tr>
<tr>
<td>9</td>
<td>600</td>
<td>0</td>
<td>25</td>
<td>75</td>
</tr>
<tr>
<td>10</td>
<td>600</td>
<td>-300</td>
<td>5</td>
<td>75</td>
</tr>
</tbody>
</table>
We added pseudo-random noise to the original benchmark field by applying a discrete noise mask throughout the mesh. We generated a grid of 100 x 100 random numbers uniformly distributed in the range [-10, 10] using Microsoft Excel. The table of random numbers is too large to print here but can be accessed online [47]. We replicate the noise mask throughout the mesh by using the grid as a lookup table and adding the corresponding random value to the each unit of the original benchmark field. To determine the appropriate table indexes for the random number lookup, we perform modular arithmetic using the x- and y-locations of the processor in the mesh (x mod 100, y mod 100). For example, the random number that is added to the processor at position (373, 1988) in the mesh is at position (73, 88) in the lookup table.

### TABLE III
Absolute Position of the Source Replications

<table>
<thead>
<tr>
<th>Replication</th>
<th>( x_I )</th>
<th>( y_I )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90</td>
<td>600</td>
</tr>
<tr>
<td>2</td>
<td>1200</td>
<td>600</td>
</tr>
<tr>
<td>3</td>
<td>2310</td>
<td>600</td>
</tr>
<tr>
<td>4</td>
<td>660</td>
<td>2100</td>
</tr>
<tr>
<td>5</td>
<td>1770</td>
<td>2100</td>
</tr>
<tr>
<td>6</td>
<td>660</td>
<td>1200</td>
</tr>
<tr>
<td>7</td>
<td>1770</td>
<td>1200</td>
</tr>
<tr>
<td>8</td>
<td>90</td>
<td>2700</td>
</tr>
<tr>
<td>9</td>
<td>1200</td>
<td>2700</td>
</tr>
<tr>
<td>10</td>
<td>2310</td>
<td>2700</td>
</tr>
</tbody>
</table>